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Abstract

The advent of social media has presented a promising new
opportunity for the early detection of depression. To do so
effectively, there are two challenges to overcome. The first
is that textual and visual information must be jointly con-
sidered to make accurate inferences about depression. The
second challenge is that due to the variety of content types
posted by users, it is difficult to extract many of the rele-
vant indicator texts and images. In this work, we propose the
use of a novel cooperative multi-agent model to address these
challenges. From the historical posts of users, the proposed
method can automatically select related indicator texts and
images. Experimental results demonstrate that the proposed
method outperforms state-of-the-art methods by a large mar-
gin (over 30% error reduction). In several experiments and
examples, we also verify that the selected posts can success-
fully indicate user depression, and our model can obtained a
robust performance in realistic scenarios.

Introduction

Depression is a major contributor to the overall global dis-
ease burden. According to a recent fact sheet provided by
World Health Organization, globally, more than 300 mil-
lion people of all ages suffer from depression'. Although
there are known and effective treatments for depression,
fewer than half of those affected around the world (in
many countries, fewer than 10%) receive treatment (Olf-
son, Blanco, and Marcus 2016). The traditional diagno-
sis of depression requires a face-to-face conversation with
a medical doctor, which limits the likelihood of the iden-
tification of potential patients (Saxena et al. 2007). Un-
like the documentation produced by healthcare profession-
als, social media data captures people’s thoughts, feelings,
and conversations in their own voices, and these types of
data sources are becoming very important for monitoring a
number of public health issues including depression (Ben-
ton, Coppersmith, and Dredze 2017). In recent years, the
concept of detecting depression by harvesting social me-
dia data has opened up new possibilities (Shen et al. 2017;
Suhara, Xu, and Pentland 2017).
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Figure 1: An example of a multimodal tweet. If we consider
only the textual content “Everyone is so happy,” we cannot
easily determine the actual feelings of the author. Images
posted by users can provide a wealth of information for de-
tecting depression.

Previous deep learning methods have mainly focused on
the use of textual information for detecting depression and
have achieved great success (Yates, Cohan, and Goharian
2017). Only a few works have yet harnessed the wealth of
visual data posted on social media. However, many tweets
contain both textual content and images. According to a sta-
tistical analysis, more than 42% of tweets contain more than
one image®. Figure 1 shows an example of a multimodal
tweet. If we only consider the textual content “Everyone is
so happy,” our understanding of the feelings of the user who
posted it may be minimal. In this scenario, images posted by
individuals diagnosed with depression can be reliably dis-
tinguished from those made by emotionally healthy individ-
uals (Reece and Danforth 2017). Without taking into con-
sideration any visual information, the meanings of certain
tweets cannot be easily determined.

What’s more, a diagnosis of depression does not mean
that the depressive state persists throughout every moment
of every day, and to conduct analysis of an individual’s en-
tire posting history with respect to a single unit of observa-
tion is therefore rather unrepresentative (Reece and Danforth
2017). Because we have no labels at the text and image level,

“https://thenextweb.com/socialmedia/2015/11/03/what-
analyzing-1-million-tweets-taught-us/



it becomes difficult to learn which text or image should be
selected, and important to determine how to cooperatively
select both related indicator texts and images from a user’s
entire posting history to detect the presence of depression.

In this work, we propose the use of multi-agent rein-
forcement learning method, which uses two policy gradi-
ent agents to simultaneously select texts and images, and
evaluate the utility of joint actions based on the classifica-
tion accuracy. In cooperative settings, joint selection typi-
cally generates only global rewards, which make it difficult
to determine the contribution of each selector to the group’s
success (Foerster et al. 2017). To overcome this challenge,
the proposed model employs a novel cooperative misopera-
tion multi-agent (COMMA) policy gradients. The COMMA
takes an actor-critic (Konda and Tsitsiklis 2000) approach
with differentiated advantages, in which each actor (i.e., text
selector or image selector) is trained by following its own
unique gradient estimated by a critic. On one hand, we adopt
the framework of centralized training with decentralized ex-
ecution. The critic is only used during learning, whereas
only the actor is needed during execution. On the other hand,
we use a misoperation to obtain an advantage for each agent.
We provide each agent a shaped reward that compares the
current global reward to the reward received when the agent
takes an opposite action (misoperation). Experimental re-
sults show that the proposed method can achieve a much
better performance than existing state-of-the-art methods.

The main contributions of this work can be summarized
as follows: 1) we study the problem of detecting depres-
sion by incorporating textual and visual information; 2) we
propose a novel multi-agent reinforcement learning method,
COMMA, to achieve this task, in which text and image se-
lectors cooperatively extract indicator content; and 3) ex-
perimental results for the depression benchmark show that
COMMA can significantly improve performance compared
to that of other baseline approaches.

Related Work and Background
Depression Detection Using Social Media

During the last decade, social media have become extremely
popular, with billions of users sharing their thoughts and
lives on the go. Accordingly, the detection of depression
by harvesting social media data is making great progress.
Many previous methods have explored a range of features
to detect depression, such as sentiment words (Park, Cha,
and Cha 2012), social structure and linguistic patterns (Xu
and Zhang 2016; De Choudhury, Counts, and Horvitz 2013),
photographs (Reece and Danforth 2017), and so on. These
works reveal that both textual and visual features are useful
in detecting depression. Recently, Yates, Cohan, and Gohar-
ian (2017) proposed a model based on convolutional net-
works to effectively identify depressed users based on tex-
tual information. Despite the excellent performance of neu-
ral networks, the potential for utilizing image information
has not yet been explored. Yang et al. (2017) examined au-
dio and video data from clinical interviews to detect depres-
sion, but their dataset contained only 189 examples and was
difficult to obtain. In contrast to the above methods, in this

study, we combined textual and visual features by applying
reinforcement learning to select indicator posts. Our results
indicate that the proposed method is strong and stable in its
performance in realistic scenarios.

Reinforcement Learning

In this work, we consider a fully cooperative multi-agent
task that can be described as an extension of Markov de-
cision processes (MDPs). The MDPs for N agents can be
described as a stochastic game G, represented as a tuple
G = (N;S;A;{Ri}ian; T), where S is the set of states,
A is the collection of action sets, with a' being i-th agent’s
action, 7T is the state transition function: 7 : S x A — S,
and {R;}izn is the set of reward functions. By the joint ac-
tions, each agent receives a reward for judging its own action
ri:SxA R, and aims to maximize its total expected
return Rj = LO Irt+|, where is the discount factor and
T is the total time steps.

Q-Learning and Deep Q-Networks. In a particular en-
vironment, the Q-learning technique (Watkins and Dayan
1992) estimates the Q-values Q (S;a), which is a scalar
that estimates the expected sum of the gamma-discounted
rewards that will accrue by taking action a in state S
and following policy as Q (s;a) = Eg[r(s;a) +

Eawz [Q (8% a)]]. Deep Q-Networks (Mnih et al. 2013)
extend standard Q-learning by using a deep neural network
as a Q-value function approximator by minimizing the fol-
lowing loss function:

L= Es;a;r;SO[(Q (S; a‘ ) - Y)2]; (D

wherey = re+ maxg Q(s%; @’| ) is the update target given
by the target network Q, whose parameters are periodi-
cally updated with the most recent to stabilize the learn-
ing (Mnih et al. 2015).

Policy Gradient and Actor-Critic Algorithms. Policy
gradient methods are another type of reinforcement learning
technique that rely upon optimizing parametrized policies
to maximize the expected return J( ) = E [R]. A classic
method is the REINFORCE algorithm (Williams 1992), in
which the gradient is as follows

VI()=E [ Vlog (atst; IRI: 2)

t=0

Alternatively, using the Q function to serve as a critic for
estimating the rewards leads to a class of actor-critic al-
gorithms, e.g., that use the temporal difference (TD) error
re + V(Stp1 — V (St)) (Sutton, Barto, and others 1998).

However, a core issue in multi-agent learning is how to
design a reward for each agent, because joint actions typi-
cally generate only global rewards. All the agents’ actions
contribute to that global reward, which may make the gra-
dient of each agent very noisy (Foerster et al. 2017). In
the next section, we describe in detail our proposed novel
multi-agent reinforcement learning technique for tackling
the above problems.
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Figure 2: Architecture of the proposed model. At each time step t, the advantage Ag of selector € is given by comparing the
current global reward to the reward received when that agent’s action is replaced with an opposite action —ag.

Approach

We propose COMMA policy gradients, which adopt a cen-
tralized training framework with decentralized execution by
applying a centralized critic and differentiated advantages,
as shown in Figure 2. Both the text and image selectors are
policy gradient agents, which take the text and image fea-
tures as inputs and determine whether to select the features.
The selectors are trained by following the different gradi-
ents estimated by the critic. The differentiated advantages
are shaped rewards that compare the current global reward to
those received when each agent’s action is replaced with an
opposite action (misoperation). The text and images features
are extracted by GRU and pretrained VGG-Net, respectively,
and then the classifier uses the features selected by agents to
detect depression.

Feature Extraction

Suppose that we have a set of posts of the u-th user denoted
by Py, which contains T pairs of text and image posted by
one user. We use a gated recurrent unit (GRU) (Chung et al.
2014) and convolutional neural networks (CNN) (Simonyan
and Zisserman 2014) to extract the textual and visual fea-
tures, respectively.

Text Feature Extraction. Each text consists of a se-
quence of words Wy, ; W, ;- - - ; Wy,,, where wy, € RY is the
d-dimensional word vector for the i-th word in the t-th text
and n is the length of the text. Let VV be the vocabulary of
words. We used GRU to compute continuous representations
of sentences with the following semantic composition:

zi = (Wowy +Uzhy )
ri= (Wywg +Urhi )

Fi = tanh(Wnwe, + Un(ri  h; 1))
hi=Q-z)oh+z.0h; 1

3)

where is the sigmoid function, ® is the Hadamard prod-
uct, and W is the parameters of GRU. We used a bidirec-
tional GRU to encode the text from beginning to end de-

_>
noted by hp, and from end to beginning denoted by ﬁl.
Hence, the feature representation of the t-th text is obtained

by concatenation operation: h{**t = h¢ @ hy,.

Image Feature Extraction. We extracted image features
from a 16-layer pretrained VGGNet (Simonyan and Zisser-
man 2014). As in previous studies (Gao et al. 2015), we used
features identified in the first fully connected layer fc-4096
that produce a global vector. For the convenience of calcula-
tion, we used a multilayer perceptron (MLP) to convert each
image vector into a new vector that has the same dimension-
ality as the textual feature vector:

hiMmage = tanh(W, i + by); 4)

where ¢ is the output of the first fc-layer, and himage is the
t-th image feature representation after its transformation by
the single-layer perceptron.

Cooperative Misoperation Multi-Agent RL

A diagnosis of depression does not involve a moment-by-
moment persistence of the depressive state throughout ev-
ery day, and using an individual’s entire posting history may
negatively impact the depression detection outcome (Reece
and Danforth 2017). First, we introduce the use of two
agents to select indicator texts and images, respectively.
Test Selector and Image Selector. A certain user’s his-
torical posts Py correspond to the sequential inputs of one
episode. For the text and image selectors, we set each state
at step t € T as the extracted features h{e*t and hy"™?9°, re-
spectively. We denote the action at stept € T byar € A =
{0; 1}, which indicates whether or not to select the feature.



